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SUMMARY
Stress and circadian systems are interconnected through the hypothalamic-pituitary-adrenal (HPA) axis to
maintain responses to external stimuli. Yet, themechanisms of how such signals are orchestrated remain un-
known. Here, we uncover the gut microbiota as a regulator of HPA-axis rhythmicity. Microbial depletion dis-
turbs the brain transcriptome and metabolome in stress-responding pathways in the hippocampus and
amygdala across the day. This is coupled with a dysregulation of the circadian pacemaker in the brain that
results in perturbed glucocorticoid rhythmicity. The resulting hyper-activation of the HPA axis at the sleep/
wake transition drives time-of-day-specific impairments of the stress response and stress-sensitive behav-
iors. Finally, microbiota transplantation confirmed that diurnal oscillations of gut microbes underlie altered
glucocorticoid secretion and that L. reuteri is a candidate strain for such effects. Our data offer compelling
evidence that the microbiota regulates stress responsiveness in a circadian manner and is necessary to
respond adaptively to stressors throughout the day.
INTRODUCTION

The stress and circadian systems are intertwined, being an evolu-

tionary conserved adaptation that allows the organism to

respond to changes in the environment.1 Although the stress

response is characterized as a rapid adaptive process to actual

or perceived danger,2 the circadian rhythm is an endogenous

process that anticipates predictable environmental cues.3

Although these two systems have different functions, their over-

lapping nature is clear because the main pathways that distribute

circadian and stress-related information are the same: the hypo-

thalamic-pituitary-adrenal (HPA) axis and the autonomic nervous

system.4 Moreover, the suprachiasmatic nucleus (SCN), the cen-

tral circadian pacemaker, and the paraventricular nucleus (PVN)

of the hypothalamus, the main driver of the stress response in

the brain, are close in proximity and interconnected.5

Glucocorticoids produced following activation of the HPA axis

are a core component of both circadian and stress systems.6 Be-

sides being a main effector of the stress response,7 glucocorti-

coids display a peak at the sleep/wake transition that functions

as one of the main synchronizing circadian cues from the brain

to the periphery.8,9 This rhythmic pattern of glucocorticoids is

maintained by the SCN.10 Due to this oscillating nature, the

magnitude of this stress-driven glucocorticoid increase is lower

when the stressor is performed at the circadian peak compared

with the circadian trough.11–13 Additionally, alterations to the
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rhythmicity of glucocorticoids have been associated with an

impaired stress response.14 Although it has been known since

the 1970s that time of day can impact the glucocorticoid stress

response, the mechanisms underlying how the organism inte-

grates circadian and stress inputs to maintain appropriate stress

responsiveness are still unresolved.

In addition to playing a central role in both stress and circadian

signaling, the HPA axis has also been shown to be one of the key

pathways through which the gut microbiota can shape brain

function and behavior.15 The trillions of microorganisms that

reside in the gut have co-evolved with their hosts, resulting in

an intertwined relationship between the gut microbiota and

host physiology.16 In particular, the hippocampus and amygdala

have been shown to be sensitive to gut microbial modulations.17

Stress-induced glucocorticoid release has been demonstrated

to be modulated by the gut microbiota because germ-free (GF)

mice display exaggerated glucocorticoid levels following stress

that can be recovered upon colonization.18,19 Additionally, the

gutmicrobiota displays strong diurnal oscillations in composition

and metabolic output that are important to maintain metabolic

health,20–25 and microbial depletion has been demonstrated to

lead to altered baseline levels of glucocorticoids at different

times of the day.26 Further indication of the importance of the

crosstalk between stress, circadian rhythms, and the microbiota

emerges from a growing literature on stress-related psychiatric

disorders that often display disruption in clock-regulated
or(s). Published by Elsevier Inc.
eativecommons.org/licenses/by/4.0/).
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processes and microbiota composition.27–29 The current litera-

ture indicates evidence that gut microbes regulate brain func-

tion, the stress response, and circadian rhythms, but such

studies were conducted independently, with the integrative

aspect of such modulation remaining completely unknown.

To this end, we investigate the circadian-stress interplay in the

absence of gut microbiota to understand how gut microbes can

shape the interactions between the stress and circadian sys-

tems. First, we establish that the gut microbiota regulates the

diurnal rhythms in glucocorticoids, what is linked with alterations

in circadian rhythmicity in the SCN transcriptome. Next, by

investigating the alterations in rhythmicity induced by the gut mi-

crobiota in the transcriptome and metabolome of the hippocam-

pus and amygdala, we show a disruption in pathways key to

maintaining appropriate stress responsiveness. Furthermore,

we explore how these changes in rhythmic glucocorticoids are

driven, demonstrating a hyper-activation of the HPA axis

following microbial depletion, which drives time-of-day effects

on the stress response and behavior. Lastly, we investigate the

compositional changes in the microbiota underlying the alter-

ations in glucocorticoids to show that diurnal oscillations in gut

microbes drive such changes. Thus, together this work identifies

the gut microbiota as an important orchestrator of the interac-

tions between the stress and circadian systems.

RESULTS

Gut microbiota oscillates across the day and modulates
diurnal rhythms of corticosterone
The gut microbiota display diurnal oscillations that are key to

maintain hostmetabolic health,20,22–25 but the impact of such os-

cillations in brain function remains unexplored. To address this

question, we used metagenomic sequencing to determine oscil-

lating patterns of the microbiota from control animals at the

strain level (Figure 1A). In accordance with previous reports,

we show that gut microbes oscillate across the day
Figure 1. Gut microbiota oscillates across the day and modulates rhyt

(A) Experimental design schematic.

(B) Acrophase plot of all transcripts after rhythmicity analysis (n = 6–8/group/time

time point). Rhythmicity analysis was conducted by linear modeling to a Fourie

Tukey-adjusted post-hoc comparisons.

(C) Heatmap displaying the top 50 oscillating bacterial strains in the mouse gut w

(D) Top 10 oscillating bacterial strains in the mouse gut by highest amplitude. Lin

(line) relative abundance.

(E) Circulating levels of corticosterone across the day (n = 4–8/group/time point). L

(line) corticosterone levels, whereas circle plots show the predicted acrophase fo

(F) Corticosterone levels at ZT11. Data analyzed using one-way ANOVA followed

(G) Rhythmicity analysis schematic.

(H) Schematic representing transcriptional-translational feedback loop of core clo

nucleus (SCN), colors in the schematic indicate genes statistically altered in ABX

mean ± SEM) and predicted (line) gene expression for key clock genes in the SCN

p < 0.05, dashed line: p > 0.05).

(I) Acrophase plot of all transcripts after rhythmicity analysis (n = 7–8/group/time

time point).

(J) Principal component analysis of the SCN transcriptome in each of the time po

(K) Heatmap of rhythmic genes in CV mice that lost rhythmicity in either GF or A

(L) Venn diagrams and targeted enrichment for genes with lost rhythmicity. Rhythm

and cosine element for circadian rhythmicity followed by Tukey-adjusted post-h

(M) Triplot of redundancy analysis conducted between genes that constitute th

sterone. Ellipses indicate 95% confidence interval. Detailed statistical analysis c
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(Figures 1B and 1C). Such diurnal variation was especially signif-

icant for the genus Lactobacillus, which comprised seven out of

the 10 strains with the highest amplitude in the mice gut (Fig-

ure 1D). Interestingly, among those bacteria, were species

commonly used as probiotics, such as Limosilactobacillus reu-

teri (formerly known as Lactobacillus reuteri) and Lactobacillus

jensenii.

HPA-axis stress-responding and baseline corticosterone

levels are known to be modulated by the gut micro-

biota.18,19,30,31 Because we observed changes in the composi-

tion of the gut microbiota across the day, we aimed to assess

whether the influence of the gut microbiota on HPA-axis function

is time-of-day dependent. To this end, we collected samples

across the day in animals with a microbiota depleted by anti-

biotic treatment (ABX) or GF status (Figure 1A). Here, we

discover that the diurnal rhythm of plasma corticosterone is dis-

rupted by microbial status. More specifically, the sleep/wake

peak that is characteristic of this hormone is shifted to the dark

phase in GFmice, whereas ABXmice display an increase at zeit-

geber time (ZT) 11, which resulted in a higher rhythm amplitude

(Figures 1E and 1F). Alongside glucocorticoids, catecholamines

are also central to the stress response.32 Although no changes

in diurnal plasma noradrenaline levels were observed (Fig-

ure S1A), adrenaline in ABX mice displayed differential rhyth-

micity compared with conventional (CV) mice, with a higher

amplitude similar to that of corticosterone (Figure S1B).

Absence of gut microbiota alters master clock
rhythmicity
Because glucocorticoids serve as a major circadian and stress

signal,6 we sought to understand if these microbiota-driven

disruptions of rhythm also manifest in regions of the brain

involved in the integration of stress and circadian signals. We

performed RNA sequencing of the SCN, hippocampus, and

amygdala because such regions are important for both circadian

and stress regulation. We first assessed rhythmicity of the
hmicity of corticosterone and the SCN transcriptome

point) (bars represent the number of genes exhibiting their acrophase at each

r-decomposed sine and cosine element for circadian rhythmicity followed by

ith the highest amplitude. Values are displayed as group average.

e plot shows the real (dot and error bar represent mean ± SEM) and predicted

ine plot shows the real (dot and error bar represent mean ± SEM) and predicted

r each group (solid line: p < 0.05, dashed line: p > 0.05).

by Tukey-adjusted post-hoc comparisons.

ck genes and proteins and respective altered transcripts in the suprachiasmatic

(red) and GF (blue) mice. Line plots show the real (dot and error bar represent
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point) (bars represent the number of genes exhibiting their acrophase at each

ints assessed. Data analyzed using PERMANOVA.
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oc comparisons.

e circadian rhythm pathway in Gene Ontology, microbial status, and cortico-

an be found in Table S1.
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transcripts,33 and by comparing both GF and ABX gene expres-

sion with CV mice, we identified transcripts that lost rhythmicity

(Figure 1G).

The SCN is themaster circadian pacemaker that coordinates a

wide range of circadian functions through a transcriptional-

translational negative feedback loop of core clock genes and

proteins that lasts approximately 24 h (e.g., Bmal1, Clock,

Per1/2, and Cry1/2),34 which include maintaining appropriate

glucocorticoid diurnal rhythmicity.10,14 By using RNA

sequencing, we show for the first time that manipulations to

the gut microbiota lead to alterations in the clock machinery in

the SCN. GF mice displayed arrhythmic levels of Bmal1 and

Clock, whereas ABX mice had an arrhythmic expression of

Cry2 and reversed rhythm of Bmal1, shifting the peak from the

dark to the light phase (Figure 1H). These data indicate that the

microbiota modulates central circadian rhythmicity. Moreover,

both GF and ABX mice displayed different rhythmic patterns in

the transcriptome overall, characterized as a shift in acrophases

of the transcripts (Figure 1I). Furthermore, principal component

analysis (PCA) followed by PERMANOVA indicated an influence

of the microbiota in three out of the four time points assessed

(Figure 1J).

Next, we show that genes in the SCN of both GF and ABXmice

lose diurnal rhythmicity compared with CV (Figure 1K). To deter-

mine the functionality of genes that had lost rhythmicity, targeted

enrichment analysis was conducted using Gene Ontology

(GO).35 Alongside the disruption to the circadian clock, genes

that lost rhythmicity in the SCN compose important pathways

for circadian regulation. Negative regulation of circadian rhythm

and entrainment of circadian clock by photoperiod were en-

riched in ABX and detection of light stimulus was enriched in

both groups (Figure 1L). We then assessed whether dysregula-

tion in transcripts related to circadian pathways could be under-

lying the changes in the diurnal rhythm of corticosterone. By

filtering the transcriptome with the GO term ‘‘circadian rhythm’’

and subsequently performing a redundancy analysis, we show

that the variation in circadian pathways is able to explain the

changes in corticosterone and the microbial status (Figure 1M).

In summary, we demonstrate that themicrobiota displays diurnal

rhythmicity and regulates diurnal secretion of corticosterone,

which is linked to disruption in circadian pathways in the SCN.

These results suggest that the gut microbiota can influence cen-

tral circadian rhythmicity and the downstream signaling mecha-

nisms that synchronizes peripheral tissueswith the central clock.

Rhythmicity of stress pathways in the brain is affected
by the microbiota
Because the limbic system is essential for stress responsiv-

ity,36 we then assessed the changes in rhythmicity in the tran-

scriptome of the hippocampus and amygdala. Here, we show

that these two regions also display changes in the circadian

clock. Microbial manipulations altered the rhythmicity of

Bmal1, Clock, Per2, Cry2, and Rora in the hippocampus and

Clock, Per2, and Cry2 in the amygdala (Figure S2). Addition-

ally, similar to the SCN, the transcriptome of GF and ABX

mice also showed alterations in the acrophase of the tran-

scripts in both regions (Figures 2A and 2C). PCA followed

by PERMANOVA in the hippocampus demonstrated that

ABX mice had changes in all the time points assessed,
whereas GF had alterations in the dark phase (ZT17 and

ZT23) (Figure 2B). In the amygdala, the analysis also indicated

changes in ABX mice in all time points, with the exception of

ZT17, and GF mice displayed changes in the dark phase,

consistent with the hippocampus (Figure 2D).

We then aimed to investigate the lost rhythmicity in these re-

gions induced by microbial status. Here, we demonstrate that

1,524 transcripts in the hippocampus and 505 in the amygdala

lost rhythmicity in either GF or ABX mice (Figures 2E and 2G).

Targeted enrichment indicated that such transcripts had func-

tion related to the stress system in both regions, with response

to immobilization stress and response to glucocorticoid being

altered (Figures 2F and 2H). To better understand the disruption

to the stress system in GF and ABX mice and how it could be

connected to the altered rhythmicity in corticosterone, we

applied a random forest machine learning approach.37 We first

filtered the transcriptome with the GO term ‘‘response to gluco-

corticoid’’ and showed that based in the alterations induced by

microbial manipulations in this pathway, the model created is

able to identify microbial status with 70% accuracy in the amyg-

dala and 89% in the hippocampus (Figures 2I and 2K). Moreover,

this analysis also allowed us to understand which genes are the

most important to identify the phenotypes. In the hippocampus,

Gsk3a was the most important feature (Figure 2J), this gene has

been shown to mediate stress-induced neuroinflammation in the

hippocampus, which is linked to susceptibility to depression-like

behavior.38 Similarly, in the amygdala, Hmgb1 was identified as

an important feature for the classification (Figure 2L), which has

been reported to be altered following stress in this region39 and

be involved in stress-induced depression.40 Together, these

data demonstrate that gut microbial manipulations alter the

rhythmicity of stress pathways in regions key for regulating the

stress response.

Diurnal oscillations in the central glutamatemetabolism
are altered by microbial status
Next, we assessed the diurnal changes in the metabolome of GF

and ABX mice in the hippocampus and amygdala. Similar to the

transcriptome, the rhythmic profile of metabolites was also

changed by microbial status (Figures 3A and 3B). We then used

a multi-omics approach to investigate the association between

the rhythmicity in the transcriptome and metabolome of the two

regions based on the KEGG database41 (Figure 3C). It is known

that the depletion of the gut microbiota can alter daily patterns

of metabolic pathways in the brain,42 but how changes in oscil-

lating transcripts andmetabolites interact remains completely un-

explored. BothABX andGFanimals display a loss of rhythmicity in

the metabolome in the regions assessed compared with CV mice

(Figures 3D and 3E). Enrichment of metabolites that correlated

with oscillations in functionally relevant genes across the day

was related to pathways important for glutamate metabolism in

both the amygdala (Figure 3F) and hippocampus (Figure 3G).

Glutamate, the most abundant neurotransmitter in the brain, is

known to be affected by stress in both the hippocampus and

amygdala and is important in maintaining appropriate stress re-

sponsivity.43–46 Glutamate, glutathione, and glutamine in the

amygdala and 2-oxoglutarate and cysteine in the hippocampus

displayed correlations with functionally relevant transcripts

(Figures S3A and S3B). The levels of glutamate and the other
Cell Metabolism 37, 138–153, January 7, 2025 141



Figure 2. Absence of gut microbiota shapes the rhythmic oscillations of hippocampus and amygdala transcriptome

(A and C) Acrophase plots of all transcripts after rhythmicity analysis of (A) hippocampus (n = 6–8/group/time point) and (C) amygdala (n = 7–8/group/time point).

Rhythmicity analysis was conducted by linear modeling to a Fourier-decomposed sine and cosine element for circadian rhythmicity followed by Tukey-adjusted

post-hoc comparisons (bars represent the number of genes exhibiting their acrophase at each time point).

(B and D) Principal component analysis of the (B) hippocampus and (D) amygdala transcriptome in each of the time points assessed. Data analyzed using

PERMANOVA.

(E and G) Heatmap of rhythmic genes in CV mice that lost rhythmicity in either GF or ABX mice in the (E) hippocampus and (G) amygdala.

(F and H) Venn diagrams and targeted enrichment for genes with lost rhythmicity in the (F) hippocampus and (H) amygdala. Rhythmicity analysis was conducted

by linear modeling to a Fourier-decomposed sine and cosine element for circadian rhythmicity followed by Tukey-adjusted post-hoc comparisons.

(I and K) Receiver operating characteristic curve of random forest models showing the performance of the classification model in the (I) hippocampus and (K)

amygdala.

(J and L) Importance plot for each of the variables used to generate the random forest model in the (J) hippocampus and (L) amygdala. Bars represent the mean

decrease accuracy, an estimation of loss in predication power after that given variable is removed from the dataset, and circles represent mean decrease GINI, a

measure of node impurity after that given variable is used to split the dataset. Detailed statistical analysis can be found in Table S1.
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derived metabolites are changed across the day by disruption of

the gut microbiota (Figures 3H and 3I). Through a joint-pathway

analysis, we found that oscillations of metabolites and transcripts

that compose the tripartite glutamate synapse are disrupted in

both ABX and GF mice in both brain regions (Figures 3J, 3K,

S3C, and S3D). Taken together, these data demonstrate that

the transcriptomic changes induced by alterations in gut micro-

biota manifest in functional changes in brain glutamate meta-

bolism across the day and could result in alterations in stress

responsiveness.
142 Cell Metabolism 37, 138–153, January 7, 2025
Microbial depletion disrupts rhythmic patterns of the
HPA axis
To dissect how the gut microbiota modulates diurnal rhythms in

glucocorticoids, we then sought to understand what could be

underlying the increase in the corticosterone peak in ABX mice

(Figure 1F). Using gene expression assays, we investigated

key genes of the circadian and stress systems across the three

components of the HPA axis in ABX mice (Figure 4A): the PVN

of the hypothalamus (Figures 4B and S4), pituitary (Figures 4C

and S4), and adrenal gland (Figures 4D and S4). We observed



Figure 3. Disruption of gut microbiota leads to different diurnal patterns of glutamate metabolism in the brain

(A and B) Acrophase plot of oscillating metabolites in the (A) amygdala (n = 6–8/group/time point) and (B) hippocampus (n = 7–8/group/time point).

(C) Schematic of multi-omics analysis.

(D and E) Heatmaps of oscillating metabolites in (D) hippocampus and (E) amygdala. Metabolites were selected based on rhythmicity analysis in conventional

animals (p < 0.1). Data displayed as group average. Rhythmicity analysis was conducted by linearmodeling to a Fourier-decomposed sine and cosine element for

circadian rhythmicity followed by Tukey-adjusted post-hoc comparisons.

(F and G) Untargeted enrichment of metabolites that correlated with functionally relevant genes in the RNA sequencing in (F) amygdala and (G) hippocampus.

(H and I) Representative pathway of glutamate metabolism in the (H) amygdala and (I) hippocampus. Line plots show the real (dot and error bar represent mean ±

SEM) and predicted (line) metabolite expression for measured metabolites involved in glutamate metabolism. Rhythmicity analysis was conducted by linear

modeling to a Fourier-decomposed sine and cosine element for circadian rhythmicity followed by Tukey-adjusted post-hoc comparisons.

(J and K) Schematic representing glutamate metabolism signaling in the tripartite synapse in (J) amygdala and (K) hippocampus, colors indicate transcripts/

metabolites statistically altered in ABX (red) and GF (blue) mice. Detailed statistical analysis can be found in Table S1.
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an increase inCrh and Avp at ZT11 (Figure 4B) in the PVN of ABX

mice compared with vehicle-treated (VEH) controls with a similar

ABX-induced increase in expression of Pomc, Crhr1, and Crhr2

in the pituitary gland at the same time point (Figures 3C and S4Z).

In the adrenal gland, no changes were observed in the expres-

sion of Star, but the rhythm of Cyp21a, an enzyme that catalyzes

the hydrolyzation of steroid hormones, differed between ABX

and VEH animals, and Mcr2, the receptor for adrenocorticotro-

pic hormone (ACTH), was increased in ABX at ZT23 (Figure 4D).

Glucocorticoid receptors (Nr3c1) interact with the circulating

hormones and create a negative feedback that maintains appro-

priate HPA-axis function and stress responsiveness.47 Here, we

show that the rhythmicity of these receptors is disrupted in all

three components of the HPA axis (Figures 4B–4D). Circadian

gene expression in the PVN and in the adrenal gland is essential

formaintaining diurnal rhythms of corticosterone.5,48 PVN of ABX

mice displays arrhythmic expression of Per1 (Figure 4B), and
disruption to the rhythmicity of core clock genes was observed

in all three regions (Figures S5A–S5X). These data demonstrate

that the gut microbiota modulates the rhythmic patterns of

HPA-axis function, with ABX mice showing a hyper-activation

at the circadian peak (ZT11). Because the majority of time-

dependent changes were observed in the PVN and pituitary,

the data also indicate that the altered peak of corticosterone in

ABX mice may be driven in the brain.

Hypothalamic blood-brain barrier is impaired in
microbially depleted animals
The blood-brain barrier is at the interface between the brain and

circulating microbial signals.49 This barrier is known for having

circadian oscillations in function that can impact the stress

response50,51 and be altered upon chronic stress.52 Given that

microbial signals can modulate stress-induced corticosterone

release53 and genes that lost rhythmicity in the amygdala
Cell Metabolism 37, 138–153, January 7, 2025 143



Figure 4. Microbial depletion alters diurnal rhythms of the HPA axis and disrupts the hypothalamic blood-brain barrier

(A) Experimental design schematic.

(B–D) Expression of genes related to stress and circadian systems in the PVN (B), pituitary (C), and adrenal gland (D) (n = 4–9/group/time point). Line plot shows

the real (dot) and predicted (line) gene expression. Rhythmicity analysis was conducted by linear modeling to a Fourier-decomposed sine and cosine element for

(legend continued on next page)
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of ABX mice were related to the regulation of blood-brain

barrier permeability (Figure 2), it was intriguing to test whether

blood-brain barrier integrity was affected by microbial depletion

at across the day. Indeed, the PVN of ABX mice displayed

arrhythmic expression of tight junction proteins Ocln and Tjp1

(Figures 4E and 4F). Additionally, Tjp1 was reduced at ZT11 in

ABX mice, whereas there was a trend for increased expression

at ZT23 (Figure 4G). To determine if this altered gene expression

translated to altered blood-brain barrier function, we conducted

an in vivo permeability assay (Figure 4H). Here, we demonstrate

that at ZT11 (when the Tjp1 expression reaches its peak in VEH

mice and ABX mice show no change from baseline), we observe

an increase in permeability in the hypothalamus of ABX mice

(Figure 4I). In addition, there was a trend for increased perme-

ability in the cortex (Figure 4J). In contrast, at ZT23, where we

observed an increase in the expression of Tjp1 in ABX mice,

we demonstrated a strong trend for a decrease in blood-

brain barrier permeability in the hypothalamus and cortex

(Figures 4K and 4L). These data indicate that, at the same time

a hyper-activation of the HPA axis is observed, the PVN blood-

brain barrier is more permeable to microbial signals in a time-

of-day-dependent manner, which together could result in altered

stress responsivity.

Regulation of the stress response by the gut microbiota
is time-of-day dependent
This led to the hypothesis that microbiota-dependent alterations

in rhythmic oscillations in the brain and circulating corticosterone

could translate to changes in physiology and behavior in the

context of stress. To better understand the impact of the ABX-

induced exaggerated peak in glucocorticoid rhythm to stress

responsivity, we performed acute restraint stress as pathways

encoding for immobilization stress were altered in both hippo-

campus and amygdala (Figure 2). Mice were restrained for

15 min at either the ZT11 (peak) and ZT23 (trough), and plasma

was collected following a tail snip for investigation of corticoste-

rone stress response (Figure 5A). Although no difference induced

by treatment was found within the non-stress condition, ABX

mice stressed at ZT11, unlike VEH mice, show no increase in

plasma corticosterone immediately following stress compared

with their naive counterparts, whereas at ZT23, both groups

show a strong stress response (Figures 5B and 5C).

Microbial depletion alters the behavioral response to
stress
Next, we sought to assess whether these time-of-day effects in

stress-induced corticosterone would impact stress-sensitive

behaviors. Because social and anxiety-like behavior are modu-

lated by both the microbiota and the stress system,54,55 we per-

formed open field test following acute restraint stress at ZT11,
circadian rhythmicity followed by Tukey-adjusted post-hoc comparisons. Statis

resents pairwise rhythm differences, and $ represents loss of rhythmicity.

(E and F) Expression of (E) Ocln and (F) Tjp1 across the day in the PVN (n = 4–9/

(G) Expression of Tjp1 at ZT11 and ZT23 (n = 7–8/group/time point). Data analyz

(H) Experimental design schematic.

(I and J) In vivo blood-brain barrier assessment of permeability at ZT11 (I) of the

(K and L) In vivo blood-brain barrier assessment of permeability at ZT23 (K) of the

Data expressed as mean ± SEM unless otherwise stated. */#p < 0.05, **/##p < 0
and reciprocal social interaction test at ZT11 and ZT23 (Fig-

ure 5D). Our results show that at ZT11, where the impairments

in rhythmic HPA-axis function are concentrated, stressed VEH

mice display a reduced total time of social interactions

compared with their naive counterparts, whereas ABX mice

showed no stress effect (Figures 5E and 5G). Moreover, to

confirm that the behavioral alterations are driven by diurnal dif-

ferences in the stress system, we repeated the behavioral test

at ZT23 and demonstrated that both VEH and ABX animals

show an effect of stress (Figures 5F and 5G). Using supervised

machine learning,56 we dissected the effects of microbial deple-

tion and stress on social and non-social behaviors. Nose-body

interactions were the most prevalent type of behavior among

those investigated and were reduced following stress in VEH

mice but not in ABX at ZT11 (Figure 5H). Anogenital sniffing

and nose-nose interactions were also reduced in the stress

VEH group compared with naive, although it was not statistically

significant (Figures 5I and 5J). The sensitivity of different types of

social interaction to acute stress was further established

because we showed that nose-body interaction displayed an ef-

fect of stress in both ABX and VEH at ZT23, whereas the other

types of interactions were unaffected (Figures 5K–5L). Non-so-

cial behaviors, rearing and grooming, were not altered by treat-

ment, indicating that the changes driven by microbial depletion

are restricted to social behaviors (Figures S5C and S5D). The

open field test revealed an enhanced anxiety-like behavior in

ABX mice, suggesting that alterations to the stress response at

ZT11 will vary depending on the behavioral task and outcome

measure (Figures S5D and S5E). To identify if such behavioral al-

terations are driven in the brain, we assessed the expression of

genes important for HPA-axis function and social behavior regu-

lation in the PVN 1 h after the reciprocal social interaction test

(Figure S5G). Here, we show that, while stressed, VEH mice

show increased Fos expression relative to both their naive coun-

terparts and stressed ABX animals (Figure 5M), indicating a

different neuronal activity in this region in response to stress in

animals with a depleted microbiota. Moreover, Avp was also

increased in stressed VEH animals (Figure 5O); because Avp is

critical in regulating social behavior,57 this further indicates a

disruption of stress-responding regions in ABX mice.

Lastly, to confirm that these stress-induced alterations in so-

cial behaviors result from time-of-day-specific impairment of

corticosterone release upon stress, we administered a cortico-

sterone synthesis blocker, metyrapone, to VEH mice 40 min to

1 h prior to behavioral testing (Figure 5P). First, we confirmed

that metyrapone administration prevented the stress-induced

corticosterone release (Figure 5Q). The behavioral data indicated

that by blocking the synthesis of corticosterone prior to stress

exposure, the stress-induced social impairments can be pre-

vented (Figure 5R). Additionally, we recapitulated our previous
tics are reported as follows: * represents within time point differences, # rep-

group/time point).

ed using one-way ANOVA.

hypothalamus and (J) cortex (n = 7–8/group).

hypothalamus and (L) cortex (n = 7/group). Data analyzed using unpaired t test.

.01, ***/###p < 0.001. Detailed statistical analysis can be found in Table S1.
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Figure 5. Microbial depletion leads to time-of-day effects on the stress response and stress-sensitive behaviors

(A) Experimental design schematic. (B and C) Corticosterone levels after acute stress (15 min) and after recovery (45 min) at (B) ZT11 and (C) ZT23 (n = 9–15/

group). Data analyzed using three-way mixed ANOVA followed by Tukey-corrected pairwise comparisons.

(legend continued on next page)
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findings by demonstrating that nose-body interaction was the

only type of social behavior that was restored after metyrapone

administration (Figures 5S–5U). Alterations in grooming behavior

were also restored by metyrapone (Figure 5V), whereas no effect

on rearing was observed (Figure S5H). Taken together, our data

show that baseline alterations in the HPA-axis function translates

to altered corticosterone stress response in a time-of-day-spe-

cific manner. Such alteration was characterized as blunted corti-

costerone release upon stress in ABX mice at ZT11, which, in

turn, leads to impairments in stress-sensitive social behaviors.
Disruption of the microbiota regulates the peak of
corticosterone
To determine if the changes observed in circulating glucocorti-

coids were due to the microbes lost or those remaining following

ABX exposure, we assessed the rhythm of corticosterone in an-

imals treated with vancomycin (VAN), which targets gram-nega-

tive bacteria and gentamicin (GEN), which targets gram-positive

bacteria (Figure 6A). Here, we show that the depletion of these

groups of bacteria alone were not sufficient to drive the same ef-

fects on the daily rhythm of corticosterone as observed with a full

ABX cocktail (Figure 6B). Next, we treated mice with the other

two components of the antibiotic cocktail: imipenem (IMP) and

ampicillin (AMP) and observed that the elevation in corticoste-

rone at ZT11 is only driven by the full cocktail (Figure 6C).

Following the same pattern as corticosterone, plasma ACTH

also displayed an increase in ABX mice at ZT11 (Figures 6D

and S6B). Additionally, the peak of corticosterone in female

mice also was shown to be elevated compared with control an-

imals, indicating that this change is not sex dependent (Fig-

ure 6E). To verify if the elevation in corticosterone could be

reversed, following the 2 weeks of antibiotic treatment, ABX

mice had the antibiotic cocktail removed and were exposed to

bedding from VEH mice and allowed to recover for 1 or 2 weeks

(Figure 6F). The data showed that 1 week was sufficient to

restore normal corticosterone at ZT11 (Figure 6G).

It is established that the gut microbiota displays diurnal oscil-

lations,23 but how these oscillations change after antibiotic cock-

tail administration remains unexplored. To understand if these

rhythmic diurnal changes in gut microbes are driving the alter-

ations in HPA-axis function, we investigated the bacterial load

in the caecum of ABX mice across the day and observed a

distinct peak in bacterial load at ZT11 (Figure 6H). Lastly, we

administered the same antibiotic cocktail to GF mice and

measured plasma corticosterone at ZT11 (Figure 6I), and we
(D) Experimental design schematic.

(E) Total time of social interactions in the reciprocal social interaction test follow

(F) Total time of social interactions in the reciprocal social interaction test followi

followed by Tukey-adjusted post-hoc comparisons.

(G) Gantt chart of the occurrence of each of the assessed social behaviors.

(H–J) Duration of (H) nose-body interactions, anogenital (I) sniffing, and (J) nose-

(K–M) Duration of (K) nose-body interactions, (L) anogenital sniffing, and nose-no

(N and O) Expression of (N) Fos and (O) Avp in the PVN following reciprocal soci

(P) Experimental design schematic.

(Q) Corticosterone levels after the reciprocal social interaction test following acu

(R) Total time of social interactions in the reciprocal social interaction test (n = 11

(S–V) Duration of (S) nose-body interactions, (T) anogenital sniffing, (U) nose-nos

effect was measured using planned orthogonal contrast. Data expressed as mea

statistical analysis can be found in Table S1.
confirmed that the increased peak observed is dependent on

the disruption of themicrobiota by antibiotics and not pharmaco-

logically induced (Figure 6J). These results revealed that micro-

bial depletion via antibiotics altered the rhythmic patterns of

the gut bacterial load, leading to an aberrant peak of bacterial

DNA. Together, such results indicate that this timed alteration

to the gut microbiota is associated with the time-of-day-specific

increase in plasma corticosterone.
Diurnal oscillations of gut microbes underlie changes in
corticosterone release
To further establish causality, we then performed fecal micro-

biota transfer (FMT) collected at ZT11 and ZT23 from ABX

mice at the end of the antibiotic treatment into GF animals (Fig-

ure 6K). This would confirm if transferring the peak of microbes

observed in ABX mice would translate to higher corticosterone

in recipient mice. The data indicated that the peak of corticoste-

rone in the animals that received the FMT collected at ZT11 was

elevated compared with animals that received FMT collected at

ZT23 (Figure 6L). Gene expression assays indicated an increase

of Pomc expression in the pituitary (Figure 6M) and reduced Oxt

in the PVN (Figure 6N) of mice that received FMT from ABX mice

collected at ZT11, further indicating that bacteria collected at

different time of day from ABX mice can lead to different effects

on the HPA axis. With the goal of confirming that diurnal oscilla-

tions of the gut microbiota impact corticosterone release, we

repeated the experiment, but this time using the microbiota

from VEH donors (Figure 6O). Here, we observed a trend toward

increased corticosterone in animals that received the FMT

collected at ZT11 compared with ZT23 (Figure 6P).

Finally, to uncover the microbial changes underlying the

alterations in corticosterone, we performed metagenomic

sequencing on cecal contents. At the genus level, we observed

that the composition of the gut microbiota of mice that received

FMT collected at ZT11 was different from that of those collected

at ZT23 in animals receiving microbiota from both ABX and VEH

mice (Figures 7A and 7B). Further analysis at the strain level indi-

cated no changes in alpha-diversity metrics (Figures S7A and

S7B), whereas beta-diversity analysis confirmed that the

composition of the microbiota from recipient GF mice that

received FMT from ABX or VEH animals was different depending

on the time of day of collection (Figures 7C and 7D). Gut-brain58

and gut-metabolic59 modules analysis allowed us to interrogate

some of the potential functional changes, which further indicated

the effects of time of day on the microbiota. Within this analysis,
ing acute stress at ZT11 (n = 11–12/group).

ng acute stress at ZT23 (n = 10–12/group). Data analyzed by two-way ANOVA

nose interactions at ZT11.

se (M) interactions at ZT23.

al interaction (n = 8–12/group).

te stress at ZT11 with metyrapone administration.

–13/group).

e interactions, and (V) grooming after metyrapone administration. Restoration

n ± SEM unless otherwise stated. *p < 0.05, **p < 0.01, ***p < 0.001. Detailed
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Figure 6. Microbes remaining after ABX exposure regulate the peak of glucocorticoid rhythm

(A) Experimental design schematic.

(B) Circulating plasma levels of corticosterone across the day with different antibiotic treatments (n = 6–17/group/time point). Line plot shows the real (dot and

error bar representmean ± SEM) and predicted (line) corticosterone levels. Rhythmicity analysis was conducted by linearmodeling to a Fourier-decomposed sine

and cosine element for circadian rhythmicity followed by Tukey-adjusted post-hoc comparisons.

(C) Plasma corticosterone at ZT11 in animals treated with different components of the antibiotic treatment. Data analyzed using one-way ANOVA followed by

Tukey-adjusted post-hoc comparisons.

(D) Plasma levels of ACTH at ZT11 (n = 7–8/group). Data analyzed using one-way ANOVA.

(E) Corticosterone levels at ZT11 in female mice (n = 14/group). Data analyzed using unpaired t test.

(F) Experimental design schematic.

(G) Corticosterone levels following 1 or 2 weeks of recovery (n = 9–14/group/time point).

(H) Cecal bacterial DNA of ABX mice (n = 6–8/time point). Data analyzed using one-way ANOVA followed by Tukey-adjusted post-hoc comparisons.

(I) Experimental design schematic.

(J) Corticosterone levels at ZT11 of GF mice and GF mice treated with antibiotics (n = 7–8/group). Data analyzed using unpaired t test.

(K) Experimental design schematic.

(L) Corticosterone levels at ZT11 of GF mice that received FMT from ABX mice collected at ZT11 or ZT23 (n = 6/group).

(M and N) Expression of (M) Pomc in the pituitary and (N) Oxt in the PVN at ZT11 (n = 4–6/group).

(O) Experimental design schematic.

(P) Corticosterone levels at ZT11 of GF mice that received FMT from VEHmice collected at ZT11 and ZT23. Data analyzed using unpaired t test. Data expressed

as mean ± SEM unless otherwise stated. *p < 0.05, ** p < 0.01, ***p < 0.001. Detailed statistical analysis can be found in Table S1.
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we identified that 35.5% of the gut-brain modules and 59.5% of

the gut-metabolic modules assessed were altered between FMT

recipients of ZT11 and ZT23 of ABX donors (Figures S7C and

S7D). No changes were observed in the recipient animals from

VEH donors. The effects of time of day in the FMT collection

was also observed at the strain level (Figures 7E and 7F).

Although animal receiving FMT from both VEH and ABX animals

displayed alterations in bacterial strains, such changes were

more pronounced in ABX animals (Figures 7E and 7F). Although

5.9% of strains assessed in VEH-FMT receiving mice were

different between ZT11 and ZT23 groups, 64.5% of strains

were altered in mice that received FMT from ABX donors (Fig-

ure 7G). To further understand the interaction between cortico-

sterone and the diurnal changes in gut microbiota, we performed

a redundancy analysis and showed that the compositional

changes in the microbiota are able to explain the variation in

corticosterone in mice that received FMT from ABX but not in

the groups that received from VEH mice (Figure 7H), what could
148 Cell Metabolism 37, 138–153, January 7, 2025
be a result of more subtle alterations in the latter group. These

results demonstrate that the microbial composition of GF mice

that received FMT from ABX is different depending on the time

of day of collection, which underlies the changes in circulating

glucocorticoid.

Next, we leveraged the FMT microbiota datasets from ABX

and VEH animals; by cross referencing, it allows us to identify

convergent bacterial strains that could be altered in both exper-

iments. Intriguingly, we showed that L. reuteri is the only strain

altered when comparing ZT11 and ZT23 in both ABX and VEH-

FMT recipients (Figure 7I). L. reuteri displayed an increase in

ZT11 compared with ZT23 in both experiments (Figure 7J).

To further confirm that this bacterial species could be underly-

ing the microbial modulation of corticosterone, we assessed

the diurnal rhythms of L. reuteri in both VEH and ABX animals.

The relative abundance of L. reuteri in the mouse gut is rhyth-

mic, reaching a peak in the light phase (Figure 7K). Moreover

this microbe also composes the top 10 bacterial strains with



Figure 7. Alterations in microbial composition underlie changes in circulating corticosterone

(A–D) Bar plot comparing genus composing the microbiota of FMT recipients from VEH (A) and ABX (B) donors. Data presented as group average. Principal

component analysis ofmicrobial composition of cecal contents of FMT receivers fromVEH (C) and ABX (D) donors in terms of b-diversity asmeasured in Aitchison

distance. Ellipses indicate 95% confidence interval.

(E and F) Data analyzed with PERMANOVA. Volcano plot of (E) VEH and (F) ABX donors displaying the altered microbial strains by time-of-day in the caecum of

FMT recipients. Data analyzed using one-way ANOVA.

(G) Venn diagram displaying the percentage of bacterial taxa altered in FMT recipient comparing ZT11 and ZT23 donors from VEH and ABX mice.

(H) Triplot of redundancy analysis conducted betweenmicrobial composition and corticosterone in recipients of FMT from VEH and ABX donors. Ellipses indicate

95% confidence interval.

(I) Venn diagram displaying the intersection between bacterial taxa that are altered between ZT11 and ZT23 in FMT recipients from VEH and ABX.

(J) Limosilactobacillus reuteri relative abundance in FMT recipients (n = 6 per group).

(K) Relative abundance of L. reuteri in the caecum of VEH mice across the day (n = 6–8 per group).

(L) Quantification of L. reuteri in the caecum contents of ABX mice across the day (n = 7–8 per group). Data analyzed using one-way ANOVA.

(M) Experimental schematic.

(N and O) Corticosterone levels following oral gavage of L. reuteri collected at ZT11 (O) and ZT23 (P) (n = 4–7 per group). Data analyzed using unpaired t test.

*p < 0.05, **p < 0.01, ***p < 0.001. Detailed statistical analysis can be found in Table S1.
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the highest diurnal amplitude (Figure 1). Following microbial

depletion, the peak of L. reuteri is shifted to the same time as

the peak of corticosterone (Figure 7L), further indicating that

a potential role for these bacteria to drive the alterations in

circulating glucocorticoids observed in ABX mice. Moreover,

previous work has shown the L. reuteri is able to directly affect

the PVN through the vagus nerve, having modulatory effects on

social behavior.60,61 To confirm that L. reuteri modulates the

diurnal oscillations in corticosterone, we gavaged a strain of

L. reuteri and 6 h later collected plasma at ZT11 or ZT23 (Fig-

ure 7M). L. reuteri led to an increase in corticosterone at ZT11

but not at ZT23 (Figures 7N and 7O). The data presented here

highlight the effects of oscillation of gut bacteria on the circu-

lating levels of corticosterone, further indicating that L. reuteri

can modulate corticosterone release in a time-of-day-specific

manner.

DISCUSSION

In this work, we provide compelling evidence that gut microbiota

modulation of stress responsiveness exhibits diurnal rhythmicity.

From comprehensive bioinformatic analysis of transcriptomic

and metabolomic data, we show that the diurnal oscillations of

stress and circadian relevant pathways are disrupted by modu-

lating the gut microbiota in the SCN, amygdala, and hippocam-

pus, key brain regions involved in both central circadian regula-

tion and the behavioral stress response. Moreover, as the SCN is

necessary to maintain circadian oscillations in glucocorticoids,10

we demonstrate that the dysregulation of circadian rhythms

driven by the gut microbiota in this region is linked to alterations

in the diurnal rhythm of circulating corticosterone. Moreover,

these alterations in corticosterone in microbially depleted mice

were coupled with alterations in rhythmic HPA-axis function

that are associated with time-of-day effects on the stress

response and social behavior and directly linked to changes in

the gut microbiota composition.

The results presented here have numerous implications. This

study identifies diurnal rhythmicity as a key component of the

regulation of the stress response by the gut microbiota. Although

the gut microbiota has been shown to modulate the circadian

and stress systems independently,19,20,23,62 this is the first evi-

dence that they are integrated together in a coordinated manner.

We highlight that themodulation of glucocorticoids is time of day

dependent and explore the implications of such regulation in the

context of stress. Because glucocorticoids exert functions that

are important for other systems,63,64 the evidence presented

here can be key to further understanding microbe-host interac-

tions in the context of immunity and metabolism.

Many stress-related disorders involve alterations in the circa-

dian system,27,65,66 and changes in cortisol rhythmicity are asso-

ciated with poor physical and mental health.67 Perturbations in

the gut microbiota are also observed in the same conditions.28,68

With the modern environment involving increasing circadian

disruption and stressor exposure, we need a better understand-

ing of how our responses to these environmental factors are

shaped and, more importantly, how they can be targeted to

improve health. The discovery that the microbiota can regulate

the interactions between the stress and circadian systems paves

the way to explore interventions that can target gut microbes to
150 Cell Metabolism 37, 138–153, January 7, 2025
modulate circadian and stress-related manifestations at the

same time. Moreover, our identification of L. reuteri as a potential

candidate circadian-sensitive strain demonstrate the potential

importance of time of day for future psychobiotic interventions

for stress-related disorders.

Limitations of the study
Although this study provides valuable scientific advances, it still

has limitations, with further work being necessary for answering

questions that remain open. Future research will aim to uncover

whether the alterations to the corticosterone rhythm can be

recovered upon colonization in GF mice, which are the microbial

signals responsible for the modulation of diurnal HPA-axis func-

tion, and how they reach the brain to drive the regulation in the

circadian and stress systems and modulate stress-sensitive

brain areas at the transcriptomic and metabolic level. Additional

work will also be necessary to assess the translation value of this

findings, by investigating the concepts presented here in human

cohorts across different geographies, diets, and lifestyles.
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STAR+METHODS
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Chemicals, peptides, and recombinant proteins

Ampicillin Sodium Salt Discovery Fine Chemicals 69-52-3

Gentamicin Sulfate Discovery Fine Chemicals 1405-41-0

Vancomycin Hydrochloride Discovery Fine Chemicals 1404-93-9

Imipenem Monohydrate Discovery Fine Chemicals 74431-23-5

Alexa Fluor� 555 Cadaverine Thermo Fisher Scientific A30677

TaqMan� PreAmp Master Mix Applied Biosystems 4391128

Maxima H Minus Reverse Transcriptase Thermo Fisher Scientific EP0751

TaqMan� Universal PCR Master Mix Applied Biosystems 4305719

Metyrapone R&D 3292
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High-capacity cDNA reverse transcription kit Thermo Fisher Scientific 4368814
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QIAamp Fast DNA Stool Mini Kit Qiagen 51604

Nextera XT DNA Library Preparation kit Illumina FC-131-1096

Qubit dsDNA High Sensitivity Assay Kit Thermo Fisher Scientific Q33230

Qiagen RNeasy Plus Micro Kit Qiagen 74034

Corticosterone ELISA kit Enzo Life Sciences ADI-901-097

Mouse/Rat ACTH ELISA Kit Abcam ab263880

Femto Bacterial DNA Quantification Kit Zymo Research E2006

Epinephrine/Norepinephrine ELISA Kit Abnova KA3768

Deposited data

Metagenomics and trasncriptomics data European Nucleotide Archive PRJEB64471

Metagenomics European Nucleotide Archive PRJEB58865

Metabolomics Metabolomics Workbench PR002130

Experimental models: Organisms/strains
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Mouse C57BL/6J – germ-free

and germ-free controls

F1 generated on site from

mice purchased from

Taconic Biosciences

B6-M; B6-F

Oligonucleotides

Available in Table S3 N/A

Software and algorithms

Kronos Bastiaanssen et al.33 https://github.com/thomazbastiaanssen/kronos

FastQC Babraham Bioinformatic https://www.bioinformatics.babraham.ac.uk/

projects/fastqc/

Bowtie2 Langmead and Salzberg78 http://bowtie-bio.sourceforge.net/

bowtie2/index.shtml

Woltka Zhu et al.70 https://github.com/qiyunzhu/woltka/blob/

master/doc/wolsop.sh

Gomixer Valles-Colomer et al.58 http://www.raeslab.org/omixer/application/

show?page=download
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Tjazi Bastiaanssen et al.69 https://github.com/thomazbastiaanssen/Tjazi

Rstatix Kassambara https://CRAN.R-project.org/package=rstatix

Vegan Dixon72 https://cran.r-project.org/web/packages/

vegan/index.html

random forest Breiman37 https://cran.r-project.org/web/packages/

randomForest/index.html

Anansi Bastiaanssen et al.41 https://github.com/thomazbastiaanssen/anansi

MetaboAnalyst Chong et al.73 https://www.metaboanalyst.ca/home.xhtml

Kallisto Bray et al.74 http://pachterlab.github.io/kallisto/
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2018 Teklad global 18% protein rodent diet Envigo 2018S

Zirconia/silica beads BioSpec Products 11079125z

Nanodrop Spectrophotometer Nanodrop Technologies Nanodrop ND-1000

Tissue and Cell Homogenizer MP Biomedicals Model #6004-500
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Studies in Animals
All experiments with animals were approved by the Animal Ethics Committee of University College Cork and Health Products Reg-

ulatory Authority (HPRA) under the project authorizations: AE19130/P047, AE19130/P160, and AE19130/P178 and carried out with

accordance to the European Directive 2010/63/EU. Animals aged between 7 and 14 weeks were used during all experiments. For

experiments usingGerm-Freemice, C57/BL6mice were acquired as breeding pairs from Taconic Biosciences, and subsequent gen-

erations were used. Germ-Free and conventional mice were maintained in cages with 2-4 animals under a 12-hour light/dark cycle

with ad libitum autoclaved water and pelleted diet (Special Diet Services). Temperature was set to 21 ± 1�C and humidity to 55%-

60%. Germ-free animals were housed in gnotobiotic isolators. Germ-free that received fecal microbiota transfer were housed in ster-

ile individually ventilated cages (Tecniplast). For experiments not involving Germ-Free mice, male and female adult C57/BL6 mice

were purchased from Envigo and grouped house in 2-4 per cage. Housing conditions were kept consistent with the other

experiments.

METHOD DETAILS

Depletion of gut microbiota by antibiotic treatment
Mice received antibiotic treatment in ad libitum drinking water for a period of 14 days. The antibiotic cocktail consisted of ampicillin

sodium salt (1g/L), gentamicin sulfate (1g/L), vancomycin hydrochloride (0.5g/L) and imipenem (0.25g/L) (Discovery Fine Chemicals).

Water containing antibiotics was replaced every two days for the duration of the treatment and prepared freshly every time. Cages

were randomly assigned to either vehicle or antibiotic treatment.

Acute restraint stress
The acute restraint stress protocol consisted of placing the mice inside a clean perforated polypropylene screw-cap 50mL conical

tube for 15minutes. Immediately before starting the stress, both stress and non-stress groups had approximately 0.5mm of the tip of

their tail cut for repeated blood sampling using heparin-containing capillary tube and then transferred into a tube and kept on ice.

Blood was collected a through tail snip before and after the stress and blood glucose was measured immediately after blood collec-

tion using Contour Next glucose meter (Bayer). After the stress, mice were returned to their respective cages and remained undis-

turbed for 45 minutes before having their blood sampled again. Blood was centrifuged for 5 min at 5000 g at 4�C, and plasma was

collected and stored at �80�C for later analysis. In case of experiments exploring behavior following acute stress, blood was not

collected. Mice that underwent behavioral testing did not undergo blood sampling. All experiments regarding stress were conducted

in either Zeitgeber Time (ZT)11 or ZT23 (+/- 15 mins). Cages were randomly assigned to either naı̈ve or stress groups.

Fecal Microbiota Transfer
Gutmicrobiota colonization of germ-free recipientmice (7-8weeks) consisted of two inoculations of a 100mL fecal microbiota transfer

(FMT) preparation 72 h apart. FMT preparation consisted of filtered murine cecal and colonic contents of antibiotic treated, or vehicle

animals collected either at ZT11 or at ZT23. The contents were collected and immediately transferred into an anaerobic cabinet at
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37�C and subsequently diluted in sterile reduced phosphate-buffered saline (PBS). FMT preparations were stored in -80�C until the

day of inoculation.

In vivo blood brain barrier assessment
Mice were induced and maintained under isoflurane anesthesia and then injected retro-orbitally with 100ml of Alexa Fluor

555-cadaverine fluorescent tracer (Thermo Fischer). The tracer was allowed to circulate for 1 hour. Animals were then intraperitone-

ally injected with pentobarbital (60-90mg/kg) and perfused with 4%paraformaldehyde (PFA). Brains were post-fixated in 4%PFA for

4 hours and then transferred to a PBS + 0.02% Sodium Azide solution. Imaging was conducted the following day and fluorescence

was quantified using ImageJ software and corrected against background per image.

Behavior testing
Reciprocal social interaction

Micewere placed in a clean arena (36cm x 20cm x 20cm) and allowed to acclimate for a period of 2minutes, before another novel age

and sex matched mouse is introduced to the cage. Interactions were then recorded for a period of 5 minutes. All test animals were

socially isolated for 4 hours before testing started. Social behaviors were defined as anogenital sniffing, nose-body interaction and

nose-nose interaction. Grooming and rearing were considered as nonsocial behaviors. Behavior analysis was conducted using

Deeplabcut 2.3 for tracking pose estimation,76,77 and complex social and nonsocial behaviors were scored using behavior classifiers

in SimBA 1.5.56 Mice were intraperitoneally injected with 50mg/kg metyrapone (R&D) to block synthesis of corticosterone. The drug

was dissolved in 0.5% carboxymethylcelulose (Sigma). Reciprocal social interaction was conducted 40 min – 1 hour after injection.

Open field

Mice were placed in an empty squared arena (45cm x 45cm) illuminated to 60 lux and were recorded for 10 minutes using a celling

camera. Locomotion and time in center were scored using deep-learning informed software as described above.

Tissue collection
Mice were transferred to a cull room and immediately decapitated. Trunk blood was collected into K2 EDTA lavander-top vacutainer

(BD Life Sciences) and then centrifuged at 3500 g for 15minutes at 4�C. Tissues were then harvested, stored in PCR-grade tubes and

flash-frozen in dry ice. Samples were stored in -80�C until further analysis.

RNA extraction
RNA from pituitary, adrenal glands, hippocampus and amygdala was extracted using mirVana�miRNA isolation kit (Thermo Fisher

Scientific) according to the manufacturer’s instructions using zirconia/silica beads (BioSpec) in a bead beater (MP Biomedical). RNA

from the paraventricular nucleus (PVN) and suprachiasmatic nucleus (SCN) was extracted using RNAeasy Micro Plus kit (Qiagen)

following manufacturer’s instructions. RNA concentration and quality was then measured using Nanodrop Spectophtometer (Nano-

drop technologies).

Quantitative RT-PCR
Extractions from the pituitary and adrenal glands were reverse transcribed using a HighCapacity cDNA Reverse Transcription kit

(Thermo Fisher Scientific). RNA from the PVN was reversed transcribed with Maxima HMinus Reverse Transcriptase (Thermo Fisher

Scientific) and preamplified using TaqMan� PreAmp Master Mix (Applied Biosystems). TaqMan Gene Expression Master Mix

(Applied Biosystems) was used in real-time PCR. Primers (Integrated DNA Technology) codes can be found on the key resources

table.Hprt and Actbwere used as housekeeping genes. The expression of targeted genes was normalized to themean of the house-

keeping genes. The further analysis of relative gene expression was done by the DDCT method using an independent calibrator.

Plasma ELISAS
Plasma adrenaline and noradrenaline were quantified using the enzyme-linked immunosorbent assay (ELISA) kit (Abnova) following

the manufacturer’s instructions. The protocol was slighty modified where 15mL of plasma was used instead of 300mL. Plasma corti-

costerone (Enzo lifesciences) and ACTH (Abcam) were quantified using an ELISA kit, according to manufacturer’s instructions.

Absorbance was read using a Biotek Synergy H1 plate reader equiped with Gen5 software (Biotek).

DNA extraction and bacterial DNA quantification
DNA from caecal contents was extracted using the QIAmp Fast DNA Stool kit (Qiagen) according to the manufacturer’s instructions

using zirconia/silica beads (Biospec). After dilution, bacterial DNA load was assessed using Femto Bacterial DNA quantification kits

according to the manufacturer’s instructions (Zymo Research). Quantification of L. reuteri was performed using qPCR using

PowerUp SYBR Green Master Mix (Applied Biosystems) according to manufacturer’s protocol. Primers targeting the 16S ribosomal

subunit of L. reuteri were used.

Limosilactobacillus reuteri culture and treatment
Limosilactobacillus reuteri strainMM4-1Awas cultured inMRSbroth (BDDifco, Fisher Scientific) supplementedwith 0.5%L-cysteine

hydrochloride ((w/v), Sigma-Aldrich) at 37�C in an anaerobic chamber (80% N₂, 10% CO₂, 10% H₂). Cultures were grown until the
e3 Cell Metabolism 37, 138–153.e1–e5, January 7, 2025
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early stationary phase (�OD600 of 1.7). The bacterial cells were washed twice by centrifugation at 4000 rpm for 10 minutes and re-

suspension in phosphate-buffered saline (PBS). After the second washing step, bacterial cell pellets were resuspended in PBS with

20% glycerol (v/v) and stored at �80�C until use. Purity of the inoculum was verified by Sanger sequencing of the 16S rRNA gene.

Specifically, bacterial cell pellets were collected from liquid cultures for DNAextraction. Obtained DNA was used as a template for

PCR targeting the 16S rRNA gene using universal bacterial primers (27F2: AGA GTT TGA TCA TGG CTC A, 1492r:TAC GGT TAC

CTT GTT ACG ACT T). Obtained sequences were analysed in BioEdit 7.2 and identified in nucleotide-Basic Local Alignment Search

Tool to identify closest match. The experimental groups received 100ml of live bacteria at a concentration of 3x1010 CFU/ml. Mice

were sampled 6 hours after the oral gavage.

Shotgun sequencing library preparation
Whole genome sequencing sequencing library preparation used the Nextera XT DNA Library Preparation kit (Ilumina) and followed

the Nextera XT DNA Library Preparation Guide. Samples of DNA were diluted to a concentration of 0.2 ng/mL and incubated at 55�C
for 7 minutes. Next, Pair-ended Nextera indexes were added, and 12 cycles of amplification process were performed. Samples were

then purified with AMPure XP beads (Beckman Coulter Life Sciences) according to the manufacturer’s instructions. To assess

molarity, DNA concentration was quantified using Qubit dsDNA High Sensitivity Assay (Thermofisher Scientific) and amplicon size

was measured by Agilent Bioanalyser 2100. Finally, 1 mM were pooled before loading on the Illumina NextSeq plataform for

150 bp paired-end sequencing.

Taxonomic and functional analysis
Raw sequences underwent quality checks using the FastQC program with the default quality score of 30 threshold. Shotgun

sequencing data were then cleaned of host genome sequences and were then filtered using Bowtie78 via the Kneaddata wrapper

program with the following parameters: ILLUMINACLIP:/NexteraPE-PE.fa:2:30:10, SLIDINGWINDOW:5:25, MINLEN:60, LEAD-

ING:3, TRAILING:3. Reads were aligned to the Web of Life database79 using Bowtie2 and taxonomic and functional profiling of

the microbial community was performed using woltka.70 Next, the uniref90-based gene abundance matrix was further collapsed

by KEGG Orthology (KO) term mapping via the ‘‘woltka tools collapse’’ function provided within woltka. Woltka SOP is available on-

line (https://github.com/qiyunzhu/woltka/blob/master/doc/wolsop.sh). Gut-Brain Modules (GBMs)58 and Gut-Metabolic Modules

(GMMs)59 were calculated using the R version of the Gomixer tool.

RNA-sequencing
mRNA sequencing was conducted by Azenta (Standard RNA-Seq for hippocampus and amygdala, and ultra-low input RNA-Seq for

SCN) on the Illumina NovaSeq 6000 (S4 flow cell, 150bp paired-end lane yielding 2.5 billion read pairs). Reference genome of ob-

tained sequences was performed using the reference annotation: Mus musculus (organism), GRCm38, UCSC, genome browser

(GRCm38.p6), Ensemble.80 Reads were assessed and filtered for quality using FastQC using default parameters. Genes were anno-

tated and counted using kallisto74 using default parameters.

Metabolomics
The hippocampus and amygdala metabolomics was conducted by MS-Omics as follows. The analysis was carried out using a

Thermo Scientific Vanquish LC coupled to Thermo Q Exactive HF MS. An electrospray ionization interface was used as ionization

source. Analysis was performed in negative and positive ionization mode. The UPLCwas performed using a slightly modified version

of the protocol described by Catalin et al. (UPLC/MSMonitoring of Water-Soluble Vitamin Bs in Cell Culture Media in Minutes, Water

Application note 2011, 720004042en). Peak areas were extracted using Compound Discoverer 3.1 (Thermo Scientific). Identification

of compounds were performed at four levels; Level 1: identification by retention times (compared against in-house authentic stan-

dards), accurate mass (with an accepted deviation of 3ppm), and MS/MS spectra, Level 2a: identification by retention times

(compared against in-house authentic standards), accurate mass (with an accepted deviation of 3ppm). Level 2b: identification

by accurate mass (with an accepted deviation of 3ppm), and MS/MS spectra, Level 3: identification by accurate mass alone (with

an accepted deviation of 3ppm).

Bioinformatics and statistical analysis
Biostatistics were undertaken in R (version 4.2.2) with the Rstudio GUI (version 2022.07.2 build 576). All data are represented as

mean ± SEM. Normality was assessed employing the Shapiro–Wilk test and for equality of variances using the Levene’s test. Un-

paired t-test was used to compare data between two groups. ANOVA with the appropriate explanatory factors was used to analyze

tests with multiple groups and levels. In order to assess differences between singular pairs of groups we used Tukey-adjusted post-

hoc comparisons. The restoration effect by metyrapone was analyzed by planned orthogonal contrast. Rhythmicity analysis was

conducted by fitting linear models for each variable to a fourier-decomposed sine and cosine element as described previously.33

Code used to fit these models can be found online at https://github.com/thomazbastiaanssen/kronos. Technical outliers were

removed prior to statistical analyses and statistical outliers were identified using Grubb’s test.

‘Omics datasets

‘Omics data analysis (metabolomics, transcriptomics and metagenomics) was performed on centred log-ratio ratio (CLR) trans-

formed values.81 Principal component analysis was performed on CLR-transformed values. Zeroes were replaced using the ‘const’
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approach described by Lubbe and colleagues.82 The PERMANOVA implementation from the vegan library was used to find structural

differences between microbial status on a compositional level. Rhythmicity analysis was conducted by fitting linear models for each

CLR-transformed value. To find features that were differentially abundant based on microbial status within each timepoint, data was

split and linear models fitted using the CLR-transformed values with microbial status as an explanatory variable. To correct for mul-

tiple testing involved in the study, features were selected based on the Benjamini-Hochberg procedure with a q-value of 0.1 as a

threshold. This procedure controls the False Discovery Rate (FDR) using sequential modified Bonferroni correction for multiple

testing. Custom R scripts and functions are available online at https://github.com/thomazbastiaanssen/Tjazi 69.

RNA sequencing analysis

RNA-seq data was filtered for transcripts with counts with a prevalence > 20% across samples and statistical testing was conducted

after variance filtering using the genefilter library in R,83 with 0.6 set as the cutoff. For enrichment analysis, we identified a priori in the

Gene Ontology database35 terms that are relevant for the scope and objectives of the study design and then assessed enrichment by

using the base R stats phyper implementation of hypergeometric test. Rhythmicity and within timepoint analysis were conducted as

described above. To understand if the alteration in gene encoding for circadian rhythms explained the variance in other variables,

redundancy analysis (RDA) was conducted using R package vegan.72 Random forest model was created using the R package ran-

domForest and receiving operating characteristic curve (ROC) was calculated using R package ROCR.84

Multi-omics integration analysis

In order to assess associations between the transcriptomics and metabolomics all relevant transcripts were converted to KEGG or-

thologues and metabolites to KEGG compounds. Then we fitted linear mixed-effects models between those pairs of features that

shared membership in a KEGG-pathway. This method, Anansi (Annotation based analysis of specific interactions), is described in

detail here Bastiaanssen et al.41 Custom R scripts and functions are available online at https://github.com/thomazbastiaanssen/

anansi. Metabolites with a significant correlation (q < 0.1) were then used for enrichment analysis using the MetaboAnalyst online

pipeline,73 choosing themurine KEGG library as a reference. Rhythmicity and within timepoint analysis were conducted as described

above.

Shotgun metagenomic analysis

Shotgun metagenomic data was filtered for taxa with counts with a prevalence > 20% across samples and statistical testing was

conducted after variance filtering using the genefilter library in R,83 with 0.5 set as the cutoff. Beta-diversity was computed in terms

of Aitchison distance, or Euclidean distance between CLR-transformed data. Alpha-diversity was computed using the iNEXT li-

brary.71 To understand if the compositional changes in the microbiota explained the variance in other variables, redundancy analysis

(RDA) was conducted using R package vegan.72 Differential abundance of microbial taxa, GBMs, and GMMse were determined

using linear models as previous described.
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